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Five Science Application Teams Chosen to Drive Requirements
and Demonstrate Benefits of Onboard Computing

Next Generation Space Telescope - John Mather/GSFC
* Onboard Cosmic Ray correction to the data
* Autonomous control and optimization of the adaptive optics

Gamma ray Large Area Space Telescope
* Peter Michelson/Stanford

* Onboard cosmic ray rejection
* Real time gamma ray burst identification

Orbiting Thermal Imaging Spectrometer - Alan Gillespie/U Washington

* Omnboard Atmospheric corrections, Radiance calculations

"I Mars Rover Science - R. Steve Saunders/JPL

* Autonomous optimal terrain navigation
* Autonomous Field Geology

Solar Terrestrial Probe Program - Steve Curtis/GSFC
* Constellation/Formation Flying missions to probe the Sun-Earth Connection
* Onboard Plasma moment calculations, multi-instrument cross correlations, autonomous opera&ié)ns
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Image Texture Application
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Example of application processing
with no fault tolerance

Node # Status
1 Application manager started
2 Application process 1 started
3 Application process 2 started

Rock 1 clustered image complete
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Example of application processing
with no fault tolerance

Node #
1 A
2 A
3 A

pp!
pp!

pp.

Status

1cation manager started

1cation process 1 started

1cation process 2 started

Rock 2 clustered image complete
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Example of application processing
with no fault tolerance

Node # Status
1 Application manager started
2 Application process 1 started
3 Application process 2 started

Job complete
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ABFT for Common Numerical
() egiations

| result(s)

throw error

input(s)

ok

* Algorithm-Based Fault Tolerance (ABFT) can detect,
locate, and correct faults by exploiting structure of linear
numerical operations

* Wrap operation (from, e.g., ScaLAPACK, FFTW) in
ABFT shell, as above

— Protects against faults to data (cache, registers, FPU) during the
main computation

* Checksum of inputs is used to enforce a necessary
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Simulate node failure
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Where are we ?

Functional testbed system has been established

Demonstrated that several fault tolerant techniques
work effectively

Over the next 18 months many more techniques will
be investigated :

— Fault tolerant MPI
— Application services such as checkpointing
— Enhanced application manager

After the research phase a flight prototype will be
build o
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Where do we go from here?
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Chameleon elements

Local Fault Handling
uses SIFT layer based on
Chameleon

R. Iyer, UIUC
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